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DETAILED ACTION

I. Summary

This Office Action addresses the claims for which reexamination has been requested and a substantial new question of patentability has been determined to exist, specifically, claims 1-11 of U.S. 5,894,554 issued to Lowery et al.

II. Notice Regarding Certain Reexamination Issues

The patent owner is reminded of the continuing responsibility under 37 CFR 1.565(a), to apprise the Office of any litigation activity, or other prior or concurrent proceeding, involving Patent No. 5,894,554 throughout the course of this reexamination proceeding. See MPEP §§ 2207, 2282 and 2286.

Extensions of time under 37 CFR 1.136(a) will not be permitted in these proceedings because the provisions of 37 CFR 1.136 apply only to "a Patent Applicant" and not to parties in a reexamination proceeding. Additionally, 35 U.S.C. 305 requires that reexamination proceedings "will be conducted with special dispatch" (37 CFR 1.550(a)). Extension of time in ex parte reexamination proceedings are provided for in 37 CFR 1.550(c).

Information Disclosure Statement
Where patents, publications, and other such items of information are submitted by a party (patent owner or requester) in compliance with the requirements of the rules, the requisite degree of consideration to be given to such information will be normally limited by the degree to which the party filing the information citation has explained the content and relevance of the information. The initials of the examiner placed adjacent to the citations on the form PTO /SB /08A and 08B or its equivalent, without an indication to the contrary in the record, do not signify that the information has been considered by the examiner any further than to the extent noted above.

Cited references lacking dates or not found in the file have been lined through.

**III. References Cited**

Rogers et al., USPN 5,701,451, file date Jun 7, 1995, issue date Dec 23, 1997

A World Wide Web browser makes requests to web servers on a network which receive and fulfill requests as an agent of the browser client, organizing distributed sub-agents as distributed integration solution (DIS) servers on an Intranet network supporting the web server which also has access agent servers accessible over the Internet. DIS servers execute selected capsule objects which perform programmable functions upon a received command from a web server control program agent for retrieving, from a database gateway coupled to a plurality of database resources upon a single request made from a Hypertext document, requested
information from multiple databases located at different types of databases geographically dispersed, performing calculations, formatting, and other services prior to reporting to the web browser or to other locations, in a selected format, as in a display, fax, printer, and to customer installations or to TV video subscribers, with account tracking. (Abstract)

Popp et al., USPN 6,249,291 B1, file date Sep 22, 1995, issue date Jun 19, 2001

Popp discloses a system and method that "provides the ability to develop and manage Internet transactions." (Col. 3, 11.34-36.) In particular, a Web client can issue a request for a Web page to a Web server and "[s]ome or all of [the] Web page can be generated dynamically using input ... retrieved from an external data source (e.g., database ...)." (See, Abstract.) The Popp architecture is illustrated in Figure 2 of Popp (reproduced below). It comprises an HTTP server 206 (i.e., Web server), a CGIMessenger 210 and one or more applications 214 (i.e., page servers). (See generally, col. 6:32 - col. 7: 35.) Again, this architecture is substantially the same as the architecture described and claimed in the 554 patent; compare Figure 2 of Popp below to Figure 4 of the 544 patent.
As described in Popp, a request from a Client Browser 202 (i.e., Web browser) is received by the Web server 206. If it is determined from the URL of the request that the request calls for the generation of dynamic content, the "HTTP server 206 initiates CGIMessenger 210." (Col. 7:13 - 22.) That is, processing of the request by the HTTP server 206 is stopped, deflected or interrupted and the CGIMessenger 210 takes over. If the request identifies an application, such as application 214, "the CGIMessenger 210 transmits the client request ... from HTTP Server 206 to application 214." (Col. 7:25-28.) Thus, the CGIMessenger 210 functions as a "dispatcher" to dispatch the request to the application identified in the URL of the request. (Col. 7:5-7) (the "common gateway interface program ... is used to route requests to applications."). Inherent in the CGIMessenger 210 intercepting the request and forwarding it to application 214 (i.e., a page server), the Web server 206 is released from processing that request and can process other requests. Indeed, "CGIMessenger 210 can execute on the HTTP server
206 or another server connected to HTTP server 206, for example." (Col. 6: 57-58) "Application 214 executes an interaction flow to satisfy the user request." Like the CGIMessenger 210, "[a]pplication 214 can execute on the same or different server as CGIMessenger 210 and/or HTTP Server 206." (Col. 7: 24-31.) The application 214 returns "a Web page (e.g., an HTML Web page) that is dynamically generated using complex queries (or other data retrieval mechanisms) to retrieve data and dynamically generate an HTML page using complex logic." (Col. 7: 44 - 58.) "Application 214 can access an external data source such as database 224. Database 224 can be resident on the same server as application 214 (Col. 7: 31 - 35.) In addition to the foregoing features, Popp also teaches that the system can be used to provide the notion of a "session" between a Web client and an application. Specifically, "[a] client's login password can be retained as state information at the session level, for example." (Col. 13: 33-35.) "Thereafter, the client does not have to enter the password to access an application during that session." Col. 13, 11.35-37. Thus, Popp teaches that the processing of requests may include the step of logging into (using a password, for example) the data source that an application accesses. Popp also teaches the use of HTML extension templates. The present invention provides an extension to HTML that is used on the HTTP server side. The HTML extension is filtered out before a Web page is sent to a client browser. It is used to interpret an HTML template and to render an HTML document before is transmitted to the client browser." (Col. 15: 45-50.) Specifically, Popp "uses an extension to the standard HTML known as the group extension. The group extension provides the ability to combine HTML elements or statements in a
single block." (Col. 15: 55-58.) "The group extension is identified by the <NSWTAG> and </NSWTAG> delimiters." (Col. 16: 31-32.) "[T]he group extension provides a link between an object that implements an HTML element and an object that implements a data item stored in a data source external to the WWW application." (Col. 15: 58 - 61.)

Installation and Planning Guide for Microsoft Internet Information Server, Version 1.0

Both of the Microsoft References describe features of Microsoft Internet Information Server (or simply "Microsoft Internet Server" or "Microsoft Web Server" or "MS IIS"). The Microsoft References disclose that "[w]ith the Web Server and ODBC, [one] can create Web pages with information contained in a database," thus enabling generation of dynamic Web pages. (ODBC Notes, p. 1.) As shown in the following figure from the Installation Guide, Microsoft Internet Information Server with ODBC Add-on consists of multiple components: the Microsoft Internet Information Server with WWW Service; Httpodbc.dll (also called Database Connector), ODBC with SQL Server driver; SQL Server; and multiple databases. This architecture is virtually identical to the architecture for offloading generation of dynamic web pages disclosed and claimed in the '554 patent, Indeed, compare the figure below to Figure 4 of the 554 patent reproduced above.
As described in the Microsoft References, "Web browsers..., submit requests to the Internet server by using HyperText Transport Protocol (HTTP). The Internet Server responds: with a document formatted in HyperText Markup Language (HTML). Access to databases is accomplished through a component of the Internet Server called Internet
Database Connector, one of family of Internet Server Extensions. The Database Connector is a Dynamic-Link Library (DLL) file, Htppodbc.dll, that uses ODBC to access databases. Htppodbc.dll uses two types of files to control how the database is accessed and how the output Web page is constructed. These files are Web Database Gateway (WDG) files and HTML extension (HTX) files. The WDG files contain the necessary information to connect to the desired ODBC data source and execute the SQL statement. A WDG file also contains the name and location of the HTX file.

The HTX file is the template for the actual HTML document that will be returned to the Web Browser after the database information has been merged into it by Htppodbc.dll. (ODBC Notes, p. 2.) "On the Internet Server, the entire process of using the Database Connector is performed in six steps... Step 1" The URL is received by the Internet Server. The URL sent by the Web browser actually contains the name of the Database Connector, Htppodbc.dll, and the name of the WDG file to be used." (ODBC Notes, p. 4.) "Step 2: The Internet Server loads Htppodbc.dll and provides it with the remaining information in the URL... Step 3: Htppodbc.dll reads the WDG file... Step 4: Htppodbc.dll connects to the ODBC data source, and executes the SQL statement contained within the WDG file. The connection is made to the ODBC data source by Htppodbc.dll, which in this example loads the ODBC driver for SQL server and connects to the server specified in the definition of the data source. Once the connection is made, the SQL Statement in the WDG file is sent to the SQL Server ODBC driver, which in turn sends it to SQL Server. Step 5: Htppodbc.dll fetches the data from the database, and merges it into the HTX file. Step 6: Htppodbc.dll sends the merged document back to the Internet Server,
which returns it to the client." (ODBC Notes, pp. 3-8.) As applied to the claims of the '554 patent, Microsoft Internet Information Server with WWW Server is a Web Server. It examines an incoming request to determine whether the request was made for a static or a dynamic page, and if the request is made for a dynamic page, it further determines which DLL file is specified (such as Httpodbc.dll) and then interrupts its processing of the request. When "the Database Connector Httpodbc.dll is referenced in the URL," the Web Server will then act as a dispatcher to dispatch the request to the Database Connector Httpodbc.dll, which handles generation of dynamic Web pages. (ODBC Notes, p. 3) Installation Guide at pp. 21-22 discloses that Microsoft Internet Information Server is capable of supporting multiple simultaneous connections. Typically, a single process (or thread) monitors TCP port 80 (the default port for Web requests) for requests. When a requests comes on port 80, the process that monitors the port necessarily has to spawn a different process. Otherwise, other requests that arrive to the Web Server on port 80 would not be processed until that single process finishes processing the previous request, thus rendering simultaneous processing of multiple connections impossible. Accordingly, to support multiple simultaneous connections releasing must necessarily occur. In Step 2 quoted above, "The Internet Server loads Httpodbc.dll and provides it with the remaining information in the URL," thus accomplishing the step of routing said request from said Web server to a page server. In Step 3 quoted above, "The Connection is made to the ODBC data source by Httpodbc.dll, which in this example loads the ODBC driver for SQL Server and connects to the server specified in the definition of the data source. Once the connection is made, the SQL Statement in the WDG file is sent to the SQL Server
ODBC driver, which in turn sends it to SQL Server." SQL Server serves as a data source for the dynamically generated web page that Httpondbc.dll creates. On pp. 21-22, Installation Guide discloses that Microsoft Internet Information Server is capable of supporting simultaneous connections, thus it is capable of processing requests while ODBC driver for SQL server simultaneously processes other requests. In steps 4, 5, and 6 quoted above, Httpondbc.dll retrieves data from one or more data sources and dynamically generates a Web page that includes the retrieved data. "After the SQL statement has been executed, Httpondbc.dll reads the HTX file specified in Sample.wdg (Sample.htx) and replaces every placeholder with the actual data returned by the query." (ODBC Notes, pp. 7-8.) While processing the request according to the six steps described above, Microsoft Internet Information Server with ODBC Add-on identifies a data source from which data is retrieved. Additionally, the Microsoft References disclose logging into data sources because a username is provided in a query. Microsoft Internet Information Server with ODBC maintains a connection cache to data sources. Specifically, Microsoft Internet Information Server enables logging of events into data sources. "Choose Log to SQL/ODBC Database to log activity information to any ODBC data source. Set the Datasource name, Table, and specify the username and password to use when logging to the database." (Installation Guide, p. 59.) Maintaining a connection cache is inherent because it is impracticable to open and close a connection to a data source for every log entry. Microsoft Internet Information Server with ODBC maintains a page cache: "By default, Httpondbc.dll caches the Web page sent to the client. If a subsequent request is identical, the cached page will be returned without ever accessing the database." (ODBC
Notes, p. 12.) The Microsoft References also disclose HTML extension templates for configuring Web pages. "The Sample.h.tx file is an HTML document that contains placeholders for data returned from the database." (ODBC Notes, p. 7.) Data retrieved from data sources is inserted into those templates. "After the SQL statement has been executed, Httpodbc.dll reads the HTX file specified in Sample.wdg (Sample.h.tx) and replaces every placeholder with the actual data returned by the query." (ODBC Notes, p. 7.)


Both of the Oracle References describe Release 1.0 of Oracle's Web Server product. "The Oracle WebServer is an HTTP server with a tightly integrated Oracle 7 server that enables the creation of dynamic HTML documents from data stored in an Oracle database." (User's Guide, p. 1-2); see also, Montinola article, p. 2 ("the Oracle WebServer ... facilitates the creation of dynamic HTML documents ..."). As shown in the following figure from the User's Guide, the Oracle WebServer product consists of multiple components that closely correspond to the components of the partitioned architecture described and claimed in the 554 patent: the Oracle Web Listener, the Oracle Web Agent and the Oracle 7 Server. (User's Guide, p. 1-2; Montinola article, p. 1.) Indeed, a comparison of the figure below to Figure 4 of the 554 patent reproduced above reveals the similarities.
"The Oracle Web Listener is a commercial quality HTTP server that services document requests from any Web browser.... When the Oracle Web Listener receives a request from a client, it first determines whether that request is for a static document or a dynamic document." (User's Guide, p. 1-3; Montinola article, p. 3.) If the request is for a dynamic document, the Web Listener stops processing the request and invokes the Oracle Web Agent to process the request. Id. Thus, a request for a dynamic page is "intercepted" at the Web Listener and passed to the Web Agent. With reference to Fig. 4 of the 554 patent reproduced above, the Web Listener of the Oracle system corresponds to the Web server/interceptor blocks of the claimed system. "The Oracle Web Agent is a CGI program that ... logs into the [Oracle 7 Server] database and executes stored PL/SQL procedures that have been specified as part of the URL [of the received request]." (User's Guide, p. 5-2; Montinola article, p. 3.) "A PL/SQL procedure extracts data from the Oracle 7 database and generates an HTML document .... " (User's Guide; p. 5-1; Montinola article, p. 4.) "The HTML output generated by a PL/SQL procedure is sent from the Oracle 7 Server to the Oracle Web Agent." Id. "The output is then passed on to
the Oracle Web Listener." Id. "The Web Listener sends the generated HTML document back to the Web client." Id. Thus, in the context of the 554 patent the Web Agent serves as a "dispatcher" to dispatch a request for a dynamic Web page to the Oracle 7 Server which, in turn, functions as a "page server." "For maximum performance the Web Listener is designed to run as an asynchronous engine ... providing high performance under a heavy load." (User's Guide, p. 3-2.) Indeed, as mentioned above, when the Web Listener receives a request for a dynamic Web page, it "spawns the Web Agent." (User's Guide, p. 5-4; Montinola article, pp. 3-4.) Inherent in the "asynchronous" Web Listener "spawning" the Web Agent, the Web Listener is released or freed to process other incoming requests. To facilitate identification of the particular data source from which to retrieve data from the Oracle 7 database, the Web Agent may pass a QUERY_STRING environment variable to a PL/SQL procedure. (User's Guide, p. 5-4.) Specifically, "[i]f the PL/SQL procedure requires parameters, these would have been passed to the Web Agent through the QUERY_STRING environment variable." Id. "The Web Agent would then pass these on to the PL/SQL procedure." Id. For example, part of a query such as "person=Gretzky" may be passed to a PL/SQL procedure using the QUERY_STRING environment variable. (User's Guide, p. 5-9.) The PL/SQL procedure will then use the parameter at least in part to identify the data to retrieve.

The Web Agent must "log on" to the Oracle 7 Server in order to interact with it. (User's Guide, p. 5-4.) In order to log on, "the Web Agent requires certain information, such as which server to connect to and what username and password to use." Id. Specifically, the
Web Agent "[e]xtracts the database service name embedded in the URL [of the received request] and logs on to the database using the userid/password defined by the service." (Montinola article, p. 4.) The Oracle WebServer also employs page caching to improve performance. Specifically, "[t]he Oracle Web Listener allows a configurable set of commonly accessed files to be cached in memory. This provides very good performance when these files are accessed by a client." (User's Guide, p. 3-2.) The Oracle WebServer also provides custom HTML extension templates to facilitate dynamic Web page creation. Indeed, "one of the main goals of the Oracle Web Agent is to eliminate the PL/SQL programmer's need to be intimately familiar with World Wide Web Technology. To this end, the Oracle WebServer includes a Developer's Toolkit made up of several PL/SQL packages that minimize a programmer's need to know HTML syntax .... [B]y using the Toolkit he or she will not need to hard code the exact syntax of HTML tags into PL/SQL procedures [i.e., the procedures that extract data from the database and insert the data into an HTML document]." (User's Guide, p. 6-1); (see also Montinola article, p. 3) (the "WebServer Developer's Toolkit ... ease[s] the generation of HTML tags from within the user's PL/SQL code"). In greater detail, "[t]he Oracle WebServer Developer's Toolkit includes ... Hypertext Procedures (HTP)." (User's Guide, p. 6-1.) "A hypertext procedure generates a line in an HTML document that contains the HTML tag that corresponds to its name. For instance, the htp.anchor procedure generates an anchor tag." Id. A Web developer uses these Hypertext Procedures in the PL/SQL code of a procedure designed to generate a dynamic Web page. There are a variety of Hypertext Procedures provided with the toolkit, including "Body Tags" that "are used in the main text of your HTML
"List Tags" that allow you to display information in lists, "Form Tags" that are used to create and manipulate an HTML form, and "Table Tags" that allow the user to insert tables and manipulate the size and columns of the table in a document." (User's Guide, pp. 6-1 to 6-31; also see, Montinola article, p. 3.) When a PL/SQL procedure retrieves data from the Oracle 7 database, it inserts the data into the Web page in accordance with the "template" defined by one or more of the Hypertext Procedures provided with the toolkit. For example, the "htp.tableOpen" and "htp.tableClose" Hypertext Procedures are used to insert retrieved data into an HTML table within a dynamic Web page. (User's Guide, pp. 6-29 to 6-30.) The above Hypertext Procedures constitute HTML extension templates that a Web developer can use to facilitate configuration of a dynamic Web page. In addition to the Hypertext Procedures provided as part of the toolkit, "[t]he design of the hypertext procedure ... package[] allows you to use customized extensions. Therefore, as the HTML standard changes, you can add new functionality similar to the hypertext procedure ... package[] to reflect those changes." (User's Guide, p. 6-37.)


The Illustre reference discloses "a comprehensive toolset for creating Web-enabled database applications that dynamically retrieve and update Illustre database content."
(Illustra, p. 105.) The basic components and operation of Illustra's Web architecture is illustrated in Figure 2, reproduced below.

Illustra's architecture has three tiers of which the Web Browser represents the first tier, which corresponds to the client of the 554 patent; the Web Server is the second tier, which corresponds directly to the Web server of the 554 patent; and Illustra Server represents the third tier, corresponding to the page server of the 554 patent. In the Illustra architecture the Web Server offloads the processor-intensive creation of dynamic Web pages to the Illustra Server. The handling of a request for a dynamically generated Web page in the Illustra architecture is as follows. "1. The Web browser queries the Web server with a form submission request or other query." (Id., p. 110.) The Web Server receives the request from the Web browser. "2. The Web server launches the client database application," such as Webdriver. (Id.) The Web Server must examine the request
to determine that launching of the Webdriver is required. Therefore the Web Server
inherently intercepts the request. As shown in the figure above, after the Webdriver has
been launched, the request is routed to it. Additionally, after routing the request to the
Webdriver, the Web Server is no longer occupied with the processing of the request and
it is therefore released from its processing. "3. Based on a defined set of parameters, the
driver connects to the specified database as a specified user, and then selects a specified
Application page..." (Id.) Not only the Webdriver identifies the database, but it also
connects to it as a specified user, which requires logging in. "4. WebExplode parses the
extracted pages, executes the embedded queries, and then formats the results. This is
accomplished within the database server." (Id. p. 110.) The Application page is a
template. It is stored in the database and is populated with data retrieved from database.
(See Id., p. 108.) The embedded queries are SQL statements, which when executed
retrieve data from the databases. As discussed above, WebExplode inserts the
dynamically retrieved data into the Application Page. "5. Based on the results of
WebExplode, an Application page is placed in the database server memory space and
returned to Webdriver..." "6. Webdriver... renders the Application Page through the Web
server to the client browser program." The Illustra references also disclose that "the
requests to the database are all managed and processed through these already-established
connections."(id., p. 109.) Therefore, a connection cache is maintained.

Carl Lagoze, Erin Shaw, James R. Davis and Dean B. Krafft, "Dienst: Implementation Reference
Manual," pp. 1-69 (May 5, 1995) ("Lagoze" and/or "Dienst")
Dienst discloses a protocol and server that provides distributed document libraries over the World Wide Web.

The Dienst Manual describes a system and method for managing requests from a WWW client via a WWW server for documents ("Web pages") stored on a page server (Dienst Server) or other data source such as a remote server. See generally Abstract, pages 6-11. The overall configuration is shown in Figure 2, at page 10.

Lagoze / Dienst includes a system and method for managing requests for documents ("Web Pages") stored on page server (Dienst server) or other server from WWW clients. The requester indicates that Dienst discloses the requests from the client being intercepted at the server by a CGI (Common Gateway Interface) stub as shown via figure 2 on page 10 of Dienst. The CGI stub dispatches the requests to a page server (Dienst server) which retrieves the requested dynamic content for delivery to the requesting client and which allows the WWW server to handle other incoming requests.

Alexander Clausnitzer, Pavel Vogel and Stephan Wiesener, "A WWW Interface to the OMNIS/Myriad Literature Retrieval Engine" (1995) ("Clausnitzer")

Clausnitzer describes a World-Wide-Web (Web) interface to a multimedia information search and retrieval system called "OMNIS/Myriad." The system is client/server-based
and enables a user with a Web browser to search and retrieve documents and information about those documents from a database. As shown in Figure 5 of the reference (reproduced below), one embodiment of the system architecture includes an HTTP server (i.e., Web server) that receives HTTP requests containing OMNIS/Myriad search requests from a user's Web client (i.e., Web browser), a CGI "Gateway Program," and one or more OMNIS servers, each connected to a respective database of documents. (§3.2.) "The CGI program passes the WWW client's requests to one of the OMNIS servers which translate them into OMNIS queries for the database. The query results are sent back to the CGI program which transforms it into a WWW client readable format," i.e., a Web page. (Id.) Because each search request may be different and will produce different search results, each such request from a Web client constitutes a dynamic Web page generation request to the Web server.

Again, the architecture of the system described and illustrated in the Clausnitzer reference is virtually identical to the partitioned architecture disclosed and claimed in the 554 patent, as a comparison of the figure above to Figure 4 of the 554 patent once again
demonstrates. As described in the Clausnitzer reference, when the Web server recognizes from the URL in an HTTP request received from the Web client that the request is an OMNIS query (i.e., a dynamic Web page generation request), the Web server interrupts its processing of the request and passes the request to the CGI Gateway Program. (See §3.3 and description accompanying Figure 6.) Thus, the request is intercepted. The CGI program serves as a dispatcher, dispatching the request to one or more OMNIS servers. (§ 3.2 and Figure 5.)

Inherent in the CGI program accepting the request and forwarding it to an OMNIS server, the Web server process is released from processing that request and can process other requests. Indeed, Clausnitzer notes that "[w]ith fast following HTTP requests the CGI program can be started several times by the HTTP server to run parallel," thus confirming that the HTTP server continues to process other requests after starting the CGI program for a prior request. (§ 3.3.) "Each OMNIS server has a permanent connection to a single database," which serves as the "data source" from which the OMNIS server dynamically retrieves query results. (§ 3.2.) The OMNIS server to which a particular request is dispatched will process the query and return the results. The OMNIS server thus constitutes a "page server." "The query results are sent back to the CGI program which transforms it into a WWW client readable format," i.e., a Web page, which is then transmitted back to the client. (§ 3.2.) Because "[e]ach OMNIS server has a permanent connection to a single database," the connection that a given OMNIS server has to its data source is necessarily, maintained or cached. Also, OMNIS servers do require login and logout (see, § 3.2). Thus processing an OMNIS query necessarily requires at least
one initial login to the OMNIS server that processes the request. In addition to the
foregoing features, Clausnitzer also teaches the use of custom HTML extension
templates: A major point in the realization of the OMNIS-HTTP gateway was to make it
easy to customize the pages and forms for different types of OMNIS databases. Since
many databases should be available via WWW the gateway application has to provide
easy methods for the administrator to add and change database parameters. For these
purposes a special Mask Definition Language was developed. The masks consist of the
fixed HTML fragments [i.e., custom HTML extension templates] which are filled by the
gateway application and returned to the client as request results." (§ 3.3.)

to Access Session-Oriented Services," Institut fur Informationsverarbeitung und
Computergestutzte neue Medien, pp. 1-104 (March 1995) ("Derler")

The Derler Thesis describes a system and method for managing requests from a WWW
(World Wide Web) client via a WWW server (WWW Gateway) for documents or other
information stored on a page server (Hyper-G Server) or other data source such as a
document cache or remote server. See generally Abstract, Introduction at pages 1-2, and
chapter 4 describing the WWW Gateway, particularly at pp. 48-55. The WWW Gateway
includes software features described at pages 48-55, including Master, Passing, Slave,
and Child processes, which intercept HTTP requests from the WWW client at the WWW
Gateway, and dispatch such requests to the page server (Slave Processes and Hyper-G
Server), while the WWW Gateway processes other requests.
Bowman et al., "Harvest: A Scalable, Customizable Discovery and Access System" (March 12, 1995) ("Harvest")

Specifying, Harvest teaches "a system that provides an integrated set of customizable tools for gathering information from diverse repositories, building topic-specific content indexes, flexibly searching the indexes, widely replicating them, and caching objects as they are retrieved across the Internet. The system interoperates with WWW clients and with HTTP, FTP, Gopher, and NetNews information resources." (Harvest, p. 1.) Of particular relevance to claim 4 of the 554 patent, Harvest teaches the use of a connection cache. For example, Harvest explains that "[b]ecause [remote data retrieval] poses so much more load on provider-site servers, we implemented a connection caching mechanism, which attempts to keep connections open across individual object retrievals." (Id, at p. 10.) Harvest also teaches a page cache as found in claim 6 of the 554 patent. Specifically, Harvest explains that "[i]n addition to caching Gopher, HTTP, FTP, and NetNews objects, we maintain a cache of recent DNS name-to-address mappings to optimize common-case cache behavior." (Id, at p. 19.)

Antchev et al., "A WWW Learning Environment for Mathematics" (December 12, 1995) ("Antchev")
Antchev teaches a system for providing mathematic learning experiences over the Internet. (Antchev, p. 1.) To facilitate this, an "HTTP-server spawns [a] handler which is referred to by the URL of an incoming information request. The handler being invoked should return the appropriate HTML or other type of document or it should generate such a document on the fly." (Id. at p. 4.) Antchev, like Harvest, also teaches the use of a connection cache. For example, Antchev explains that because for "most of the exercises there might be several requests which form a session," a context tree data structure is used to store state information across an entire user session. Thus, Antchev maintains a "connection cache" across the session.

Ashley Beitz, Renato Iannella, Andreas Vogel, Zhonghua Yang, "Integrating WWW and Middleware"(May 2, 1995) ("Beitz")

Specifically, Beitz teaches an "architecture which enables WWW clients to access and invoke middleware services. In the architecture, the clients interact with the WWW, which in turn interacts with a range of middleware systems which provides access to the distributed system services." (Beitz, p. 2.) The Beitz reference is particularly relevant for its teaching of "logging into" a data source, as recited in claim 5 of the 554 patent. For example, Beitz teaches "filling in the necessary parameters to invoke [a] selected RPC operation." (Id. at p. 5.)

Ari Luotonen, and Kevin Altis, "World-Wide Web Proxies" (April 1994) ("Luotonen")
Specifically, Luotonen teaches a proxy server that "waits for a request from inside the firewall, forwards the request to [a] remote server outside the firewall, reads the response and then sends it back to [a] client." (Luotonen, p. 1.) Of particular relevance to claim 6 of the 554 patent is Luotonen's teaching of the use of a page cache. For example, Luotonen explains that "[a] brand new feature is [page] caching performed by the proxy, resulting in shorter response times after the first document fetch." (Id.)

Richard Knudson, "Application Development with Microsoft's Internet Information Server"
(February 2, 1996) ("Knudson")

The Knudson reference describes Microsoft's "Internet Information Server" product that allows for the generation of dynamic Web pages. Knudson, p. 1. The reference is particularly relevant because it teaches the use of "custom HTML extension templates" as recited in claims 7 and 8 of the 554 patent. Specifically, pages 3-4 of Knudson show examples of custom HTML extension templates into which data retrieved by the Internet Information Server is inserted when generating a dynamic Web page.

**IV. Background and Overview**

USPN 5,894,554 Lowery et al.

The patent distinguishes some Web pages as having a static nature that remains static until manually modified and other Web pages as being dynamic Web pages which contain content that is generated dynamically by retrieving the necessary requested data and generating the requested Web page dynamically. (Col. 1:38-55).

The patent is said to address a problem of managing numerous Web pages and Web page requests of Web clients at a Web site (Col. 2:2-12). With reference to Figure 4, reproduced below, the method is performed in a system including a Web server 201, separate page servers 404, and data sources 406, 408 and 410. The patent includes routing a Web request from the Web server to a Page server. Such routing is described as being performed by the dispatcher 402 (Col. 5 line 60 - col. 6 line 11). The routing frees the Web server to handle subsequent incoming requests. The Page server may then process the request, and the Web server is released to process other requests (Col. 2:20-35; Col. 4:54 - Col. 6:32). In this manner, dynamic Web pages may be generated by the Page servers.
A review of the prosecution history reveals that Examiner initially rejected claims (CTNF 07/03/1997) based on USPN 5,532,838 to Barbari and "Beyond the Web: Excavating the Real World Via Mosaic" by Goldberg et al. Subsequent arguments persuaded Examiner to apply new art. A second non final office action applied USPN 5,404,527 to Irwin et al., to reject claim limitations. Arguments overcame claim rejections.

An Interview (12/29/1998) resulted in claim amendments that cancelled original dependent claim 2, independent claims 13 and 14, and dependent claim 15. Original claim 2 limitations were rolled up into remaining independent claims. Resulting independent claims (final claim
numbering: claim 1-method claim, claim 9 - system claim, and claim 11- machine readable medium version) recite similar limitations including:

...routing said request...wherein said routing step further includes the steps of intercepting said request...routing said request from said Web server/ second computer to a dispatcher, and dispatching said request to said page server...

The examiner did not indicate reasons for allowance during prosecution of the application which became the 5,894,554 patent to Lowery. It appears that the combination of limitations, as a whole, was not found in the prior art of record.

At the time of the Interview (12/29/1998) new related patent prior art was presented on a Form 892, citing USPN 5,761,673 to Bookman et al. and USPN 5,751,956 to Kirsch.

Bookman discloses a method and apparatus for generating dynamic Web pages. Specifically, the present invention claims a method and apparatus for generating dynamic Web pages on a Web server by invoking and executing predefined procedural packages stored in a database. The claimed invention receives an object request on the Web server and activates a Web agent on the Web server based on the object request. The Web agent invokes and executes the predefined procedural package to retrieve data from a data repository, and then formats the retrieved data as HTML output. (Abstract)
While Bookman appears to be relevant prior art, Bookman fails to fairly disclose "routing said request from said Web server to a page server", thereby freeing up the Web server to receive subsequent requests.

Kirsch discloses a Web server computer system which provides for server based controlled management over a client reference to a resource locator independently selected by a client computer system and referencing a server external Web server. The Web server system provides a client system with a predetermined URL reference to the Web server system encoded with predetermined redirection and accounting data including a reference to a second server system. On receipt by the first Web server system of the predetermined URL reference from the client system, the predetermined redirection and accounting data is decoded from the predetermined URL and processed by the Web server system to provide the client system with a redirection message including the reference to the second server system. The accounting data is processed by the Web server system and resulting data is selectively stored by the Web server system.

(Abstract) Kirsch discloses a Web server that receives a client reference (request), tracks (accounting data) the client activity, and provides the client with a redirection message (col. 5: 37), "thereby minimizing the CPU and disk intensive load on the Web server computer system and the resulting latency (col. 5: 50-51) (i.e. client system is used to redirect to second server system)."

In contrast, the Lowry patent, '554, passes the client request from the Web server through a dispatcher, to a page server (second server) to minimize the CPU and disk intensive load on the
Web server. While Kirsch appears to be relevant prior art, Kirsch fails to fairly disclose a Web server that routes said request through a dispatcher, to a page server.

Both '554 and '956 patents attempt to reduce the workload of the Web server, but do it in different ways.

V. Claim Rejections – Relevant Statutes and Detailed Analysis

35 USC § 102

The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that form the basis for the rejections under this section made in this Office action:

A person shall be entitled to a patent unless –

(a) the invention was known or used by others in this country, or patented or described in a printed publication in this or a foreign country, before the invention thereof by the applicant for a patent.

Claims 1-11 are rejected under 35 U.S.C. 102(a) as being anticipated by Derler.

Claim 1.

[a] A computer-implemented method for managing a dynamic Web page generation request to a Web server, said computer-implemented method comprising the steps of:

The Derler Thesis discloses a computer-implemented method for managing dynamic Web page generation requests from a WWW client sent to a Web server (WWW Gateway). Introduction, pp. 1-2; § 3.3.4 at p. 37, § 4.1 at pp. 43-44; § 4.7.2 at pp. 94-96; Figs. 4.16-4.17 at p. 95. The WWW Gateway manages dynamic Web page generation requests from remote WWW clients
and thus constitutes a Web server. Operation of the WWW Gateway is a computer-implemented method, see generally Chapter 4.2.2. Derler's WWW clients use Web browsers to access information from the Hyper-G servers, therefore the Derler system is handling dynamic "Web page" generation requests. See Derler at p. 4 ("WWW clients, often called 'WWW browsers'"), p. 48; pp. 67-68 (explaining user interaction with Hyper-G systems with "WWW clients like Mosaic or Netscape", both of which are Web browsers).

[bl] routing said request from said Web server to a page server,

Derler: Web page requests are directed from the WWW Gateway (the "Web server") to the Hyper-G Server ("page server"). § 4.2.2 at pp. 48-49, § 4.2.3 at p. 50, 52, § 4.7.2 at p. 95, Fig. 4.17.

As described in Section 4.2.3, and accompanying Figures 4.1 - 4.7, a request from a client is initially received by a "Master Process" within the Web server. When the request is received, the Master Process "forks" generating a child process to process the request. "The master can close its connection to the client immediately after forking and is then ready to accept the next connection." If this is the first request from the Web client, the child process becomes a "Slave Process" (route directly to Slave Process / Page Server) which opens a connection to, and starts a session with, the Hyper-G server on behalf of the Web client. The Slave Process then sends a standard "entry page" back to the Web client, enabling the user to begin searching the Hyper-G server database. Subsequent search requests from the Web client are then received by the Master Process, which again forks to create a child process and to release the Master Process to process
other requests. For these subsequent requests, the child process becomes a "Passing Process" (route request from Web Server to Passing Process) that looks for the previously created Slave Process (page server) that holds the open connection to the Hyper-G server and then passes (dispatches) the client request to that Slave Process. The Slave Process will then transform the request into a Hyper-G request and send it to the Hyper-G server. The Hyper-G Server's response is transmitted back to the Slave Process. The Slave Process then transforms the response, as needed, and passes a Web page containing the results back to the Passing Process which relays it to the Web client. In that respect, the Slave Process functions as a "page server," and the Hyper-G server functions as a data source. Thus, the system routes a client request from the Master Process of the Web server to a Slave Process that serves as a "page server" for handling the request.

[b2] said page server receiving said request and

As described in Derler, when the Master Process "forks" to pass a client request to a Slave or Passing Process, "the master can close its connection to the client immediately after forking and is then ready to accept the next connection." § 4.2.3. Derler: The client request is received by the slave process (page server) for processing. (See Id.)

[b3] releasing said Web server to process other requests,
Derler's WWW Gateway uses parallel processing of Web page requests wherein the WWW Gateway is released from one request to process other requests. See § 4.2.2 at pp. 48-49; § 4.2.3 at p. 49 (Master process of WWW Gateway), Figs. 4.1, 4.2, 4.3, 4.4 and 4.5 (pp. 52-55) illustrating process of releasing WWW Gateway to process other requests in parallel. Derler expressly recognizes that to avoid problems with throughput, "the process which accepts connections from the "outside" [i.e., from a Web client] is not burdened with the actual processing of the request, but instead is allowed to accept further requests while others are still being processed." (§ 4.2.2 - "Parallel Processing of Requests".)

[b4] wherein said routing step further includes the steps of intercepting said request at said Web server,

Derler: § 4.2.2 at pp. 48-49; § 4.2.3 at pp. 49-50; Figs. 4.16-4.17 and accompanying disclosure at pp. 94-95; function of Master Process executing on WWW Gateway is to intercept Web page requests. Forked process is intercepted by a Passing Process.

[b5] routing said request from said Web server to a dispatcher, and

Derler: The Web Server routes the request to the Passing Process which in turn dispatches the request to the Slave Process (Page Server) that holds a connection to the Hyper-G server. Passing Process identifies appropriate connection. § 4.2.2 at p. 48; § 4.2.3 at p. 50, Figs. 4.16-4.17 and accompanying disclosure at pp. 94-95 (depicting GET request path, including WWW
Gateway server to Hyper-G server); Web Server (Master) routes request to dispatcher (Passing Process is dispatcher/dispatches to identified Slave Process/Page Server), which looks for session keys to determine where to handle Web page request;

The Passing Process then dispatches the request to the Slave Process (page server) that holds an open connection to the Hyper-G server for requests from that particular client. As shown in Figures 4.1-4.7, there may be many Slave Processes, and the Passing Process (dispatching the request to an identified slave process) must identify the appropriate one. The Passing Process thus functions to dispatch the request to the appropriate Slave Process.

[b6] dispatching said request to said page server;

Derler: Id.; The Passing Process then dispatches the request to the Slave Process (page server) that holds an open connection to the Hyper-G server for requests from that particular client. As shown in Figures 4.1-4.7, there may be many Slave Processes, and the Passing Process (dispatching the request to an identified slave process) must identify the appropriate one. The Passing Process thus functions to dispatch the request to the appropriate Slave Process.

Figure 4.1, page server is Slave process which opens a connection to Hyper-G server (data source) and sends Hyper-G request to Hyper-G server. See Fig. 4.5 – 4.6, Slave A and Slave B process the request (page servers).
The Hyper-G server as stated in § 3.5 of Derler may perform a further requesting from a remote page server. The reference discloses a Hyper-G page server obtaining information from remote servers; the Hyper-G server fetches the information [from a remote server] and delivers it to the client, via a Slave Process (§ 4.4.2)

[c] processing said request, said processing being performed by said page server while said Web server concurrently processes said other requests; and

Derler: § 4.2.2 at pp. 48-49; § 4.2.3 at p. 49; pp. 52-54, processing of request by Hyper-G server; Figs. 4.3, 4.4, 4.5, such processing occurs concurrently with the WWW Gateway processing other requests. See also § 4.2.3 at p. 50 ("When it [a slave process on the WWW Gateway] has accepted a connection initiated by the passing process, it reads the request, processes it (usually by transforming it into a Hyper-G request for the server, receives the response from the Hyper-G server, transforms the response again if necessary, sends it to the passing service, closes the connection to the passing process.") Necessarily, since the client receives a response from the Hyper-G server, the Hyper-G server has processed the request. The slave process connects to Hyper-G server page server for processing of the request. See § 4.4.2, "The class WWWSlave contains all data and code necessary to process requests..."

As described in Derler, when the Master Process "forks" to pass a client request to a Slave or Passing Process, "the master can close its connection to the client immediately after forking and is then ready to accept the next connection (web server concurrently processes said other
requests)." § 4.2.3. Indeed, Derler expressly recognizes that to avoid problems with throughput, "the process which accepts connections from the "outside" [i.e., from a Web client] is not burdened with the actual processing of the request, but instead is allowed to accept further requests while others are still being processed." § 4.2.2 - "Parallel Processing of Requests".

[d1] dynamically generating a Web page in response to said request,

Derler: § 3.3.4 at p. 37; Fig. 4.10 at p. 71 (depicting sample of a dynamically-generated Web page in response to a search request). The Slave Process receives the results of the search from the Hyper-G server's database and generates a responsive Web page for the client, § 4.4.2 See, e.g., § 4.5.5 & Figure 4.13 (illustrating an exemplary Web page displaying the results of a search).

[d2] said Web page including data dynamically retrieved from one or more data sources.

Derler: Id.; data source for Web page can be data from a data cache, see § 3.3.5; see also p. 95, showing data retrieved from a remote data source in the form of a remote server.

Claim 2.

The computer-implemented method in claim 1 wherein said step of processing said request includes the step of identifying said one or more data sources from which to retrieve said data.
Derler: § 4.7.2, Fig. 4.17 (p. 95) (Hyper-G server identifies remote server from which to retrieve data); see also § 4.1 (integration of WWW databases into Hyper-G, inherently such databases would be identified so as to retrieve data from such WWW databases). See also § 3.2.3 ("Supporting bidirectional links can easily be done by keeping links and anchors in a separated database, called the link server. This link server is an object oriented database. It holds information about Hyper-G "objects", which can be links, anchors, descriptions of documents, relations between such objects."); § 3.5 ("should information from a remote server be needed, the Hyper-G server which the client is connected to fetches the information and delivers it to the client.").

Claim 3.

The computer-implemented method in claim 2 wherein said step of dynamically generating said Web page includes the step of dynamically retrieving said data from said one or more data sources.

Derler: § 3.3.4 at p. 37; Fig. 4.10 at p. 71 (depicting sample dynamically-generated Web pages; data is retrieved dynamically from one or more sources); § 3.3.5 at p. 37 (dynamically retrieving data from document cache).

Claim 4.
The computer-implemented method in claim 3 wherein said step of processing said request includes the step of said page server maintaining a connection cache to said one or more data sources.

Derler: § 3.5 at p. 40 (attributes and links to documents stored in data sources are stored separately in a database, and as such constitute a connection cache).

Alternatively, a Slave Process receives a first request from a particular Web client, opens a connection to, and starts a session with, the Hyper-G server on behalf of the Web client. It maintains that connection to the Hyper-G server so that it can service all subsequent requests from the same client. Thus, the Slave Process caches the open connection to the Hyper-G server. The purpose of this is to avoid having to reestablish connections to the Hyper-G server each time, § 4.2.3.

Claim 5.

The computer-implemented method in claim 3 wherein said step of processing said request includes the step of logging into said one or more data sources.

Derler: § 3.3.3 at pp. 35-36 (access rights dictated by username and password, inherently teaches "logging in" to data source; § 4.5.6.1 at pp. 76-77; Figure 4.8 ("you have been logged into the IICM Information Server").
Claim 6.

The computer-implemented method in claim 3 wherein said step of dynamically generating said Web page includes the step of maintaining a page cache containing said Web page.

Derler: § 3.3.5 at p. 37 (caching of documents (Web pages) in a cache; step of dynamically generating a Web page is performed by retrieving a cached document in response to a request for the document).

Claim 7.

The computer-implemented method in claim 3 wherein said page server includes custom HTML extension templates for configuring said Web page.

Derler: § 3.3.4 at p. 37 (Hyper-G server generates HTML elements (custom extension templates) configuring for use search results in form of a Web page; see generally § 4.5 and subsections; §§ 2.5, 2.5.4 (fill-out forms are "extensions of initial HTML specification"), §§ 4.6.1 (HTML files provide user interface), 4.6.1.1- 4.6.1.2; 4.6.

Claim 8.

The computer-implemented method in claim 7 wherein said step of processing said request further includes the step of inserting said dynamically retrieved data from said one or more data sources into said custom HTML extension templates.
Derler: Id., e.g., § 4.6.1.1; Figure 4.13 shows data retrieved from data source inserted into HTML extension template defining presentation of results of search.

Regarding Claim 9:

With regard to the limitations of claims under reexamination, an analysis must be made under 35 USC 112, sixth paragraph.

According to MPEP 2181:

A claim limitation will be presumed to invoke 35 U.S.C. 112, sixth paragraph, if it meets the following 3-prong analysis:

(A) the claim limitations must use the phrase “means for” or “step for;”

(B) the “means for” or “step for” must be modified by functional language; and

(C) the phrase “means for” or “step for” must not be modified by sufficient structure, material, or acts for achieving the specified function.

Such a claim limitation is to be construed to cover the corresponding structure, described in the specification and equivalents thereof.

MPEP 2183 Making a Prima Facie Case of Equivalence

Factors that support a conclusion that the prior art element is an equivalent are:
(A) the prior art element performs the identical function specified in the claim in substantially the same way, and produces substantially the same results as the corresponding element disclosed in the specification.

(B) a person of ordinary skill in the art would have recognized the interchangeability of the element shown in the prior art for the corresponding element disclosed in the specification.

(C) there are insubstantial differences between the prior art element and the corresponding element disclosed in the specification.

(D) the prior art element is a structural equivalent of the corresponding element disclosed in the specification. That is, the prior art element performs the function specified in the claim in substantially the same manner as the function is performed by the corresponding element described in the specification.

In reference to USPN 5,894,554 to Lowery et al:

The cited function, "generating said request", is linked to a corresponding structure, "means for generating said requests."

The "means for generating a request" is described as a Web client machine running a Web browser. (Lowery: Col. 1:24-26; Col. 2:4-7; Col. 4:12-15; Col. 4:55-57; Col. 6:27-31; See Col. 8:25-29.) The Web Client Computer (the corresponding structure), as noted in the Specification, having a processor which operates a Web browser, is the corresponding structure that
accomplishes the function of generating a request. (a processor of a computer that is, or has, a Web client running a Web browser" or equivalents thereof).

The cited function, "receiving said request from said first computer", is linked to a corresponding structure, the "means for receiving said request from said first computer."

The "means for receiving said request from said first computer" is described by the Specification as the Web server 201 receiving requests from the Web client 200. (Lowery: Figure 4; Figure 5; Col. 4:54-59; See Figure 2; Col. 3:64-Col. 4:10.) The Web server 201 is also repeatedly described as including Web server executable, Id. As described above, the Specification also establishes that that even if a Web server is software, the software module operates on a computer as described within the specification. The corresponding structure of the "means for receiving" is "a processor of a computer that is, or has, a Web server running Web server executable" or equivalents thereof. The corresponding structure accomplishes the function of "receiving said request from said first computer."

The cited function, “processing said requests and dynamically generating a web page in response to said request" is linked to a corresponding structure, a "page server processing means processing said requests and dynamically generating a web page in response to said request."

With regard to the function of the "processing said requests and dynamically generating a web page in response to said request", the Specification shows that such function is accomplished by
a corresponding Page server 404(1)-(n) structure. (Lowery: Figure 4; Figure 5; Col. 5:37-Col. 6:31; Col. 8:39-43.) The Page server is page generation software. The page server software is operated on a computer system, a processor of a computer that runs Page server software/ page-generating software that generates a dynamic Web page, as described by the Specification. In one embodiment, Page servers reside on a separate machine to accomplish the claimed function. (Lowery: Col. 5 line 49-50.)

Claim 9:

[a] A networked system for managing a dynamic Web page generating request, said system comprising:

The Derler Thesis discloses a networked system for managing dynamic Web page generation requests from a WWW client sent to a Web server (WWW Gateway). Introduction, pp. 1-2; § 3.3.4 at p. 37; § 4.1 at pp. 43-44; § 4.7.2 at pp. 94-96; Figs. 4.16-4.17 at p. 95 (depicting networked system of WWW client, WWW Gateway, Hyper-G Server and remote servers (page servers) and document cache (page cache)).

[b] one or more data sources;

Derler: See id; Figure 4.17 (Hyper-G server, remote server and document cache are data sources.)
[c] a page server having a processing means;

Derler: "processing means" refers to a general-purpose processor or microprocessor 102 (Figure 1) and equivalents thereof, col. 3 lines 25 et seq. § 4.4.2, “The class WWWSlave contains all data and code necessary to process requests (slave process as a page server) from a single WWW client...” Alternately, The Hyper-G server is a page server (serves pages to Slave Process) and as such inherently has a general-purpose processor, the same as or equivalent to the processing means of the '554 patent. Derler, § 3.1 at p. 32; Figs. 4.16-4.17 and accompanying disclosure at pp. 94-95.

[d] a first computer system including means for generating said request; and

Derler: "means for generating said request" refers to a Web client in the form of a Web browser and equivalents thereof. Col. 4 lines 11-17. See Derler, § 1 at p. 1; § 3.3.4 at p. 37; Figs. 4.16-4.17 and accompanying disclosure at pp. 94-95 (depicting WWW Client, which is a first computer system which has a browser generating a Web page request). See also Derler at p. 4 ("WWW clients, often called 'WWW browsers'"); p. 48; pp. 67-68 (explaining user interaction with Hyper-G systems with "WWW clients like Mosaic or Netscape", both of which are Web browsers).

[el] a second computer system including
Derler: WWW Gateway is the second computing system. See generally Chapter 4.

[e2] means for receiving said request from said first computer,

Derler: The means for receiving request is Web server executable 201E (Figure 4) and equivalents thereof. Derler's Master process is a Web server executable process, same as or equivalent to '554 patent Web server executable. See Derler § 4.2.2 at p. 48-49; § 4.2.3 at p. 49-50; Figs. 4.1, 4.16-4.17 and accompanying disclosure at pp. 94-95 (depicting WWW Gateway and Master Process receives a Web page request from WWW client (first computer)).

[e3] said second computer system also including a router, said router routing said request from said second computer system to said page server,

Derler: See Id; see also Fig. 4.2, p. 52, route to passing process, p. 49-50, (alternately) Child/Slave processes are a "router" within meaning of the '554 patent since they route request to Hyper-G page server.

[e4] wherein said routing further includes intercepting said request at said second computer,

Derler: § 4.2.2 at pp. 48-49; § 4.2.3 at pp. 49-50; Figs. 4.16-4.17 and accompanying disclosure at pp. 94-95; forking process of Master indicates interception of WWW request by "Passing Process".
[e5] routing said request from said second computer to a dispatcher, and

Request is routed from Master Server to Passing Process. Passing Process selects appropriate Slave Process and "dispatches" request to said Slave Process for processing. Derler: § 4.2.3 at pp. 49-50

[e6] dispatching said request to said page server

Derler: See id.; Figure 4.1, page server is Hyper-G server; Passing Process dispatches a Hyper-G request to the Slave Process (page server), which in turn may connect to a Hyper-G server. See also discussion of "dispatching" for element [b6] for claim 1, supra.

[e7] said page server receiving said request and

Derler: See 4.2.3, Slave Process receives request from Passing Process.

[e8] releasing said second computer system to process other requests,

Derler: § 4.2.2 at pp. 48-49; see also, e.g., Fig 4.5 and accompanying disclosure at pp. 49-54 (depiction of WWW Gateway processing multiple concurrent requests).
said page server processing means processing said request and dynamically generating a Web page in response to said request,

Derler: § 3.3.4 at p. 37; pp. 52-54 and Figs. 4.16-4.17 and accompanying disclosure at pp. 94-95 (the general-purpose processor ("processing means") in the Hyper-G page server and/or remote page servers process request). See also, e.g., § 4.4.2 at p. 65; Fig. 4.10 at p. 71 (sample of a dynamically-generated Web page in response to request). See also § 4.2.3 at p. 50: "When [a slave process (page server) on the WWW gateway] has accepted a connection initiated by the passing process, it reads the request, processes it (usually by transforming into a Hyper-G request for the server), receives the response from the Hyper-G server, transforms the response again if necessary, sends it to the passing process, and closes the connection to the passing process." Inherently, if the client receives a response from the Hyper-G server, the Hyper-G server has processed the request. (Content may be served from the Hyper-G server (page server), received and processed at the Slave process (page server), and in turn received at the Passing Process (page server), prior to being delivered as a request response to the client. Each of these processes may be involved in "serving pages").

said Web page including data dynamically retrieved from said one or more data sources.

Derler: § 3.3.4 at p. 37; Fig. 4.10 at p. 71 (depicting sample dynamically-generated Web pages from multiple sources); data source can be data cache, see § 3.3.5; see p. 95 Figure 4.17, data source can be a remote server.
Claim 10:

[a] The networked system in claim 9 wherein said router in said second computer system includes:

Derler: § 4.2.3 at pp. 49-50 (Master Process, Slave Process, and Passing Process interact. The WWW Gateway "second computer system" involves the Master Process; Figs. 4.16-4.17 and accompanying disclosure at pp. 94-95.

[b] an interceptor intercepting said request at said second computer system and routing said request; and

Derler: § 4.2.2 at p. 48; § 4.2.3 at pp. 49-50 (master and forking process comprise an interceptor / Passing Process) As noted above, the Passing Process “intercepts” the request, and makes a determination as to which Slave Process to route the request.

[c] a dispatcher receiving said routed request from said interceptor and dispatching said request to said page server.

The Passing Process dispatches the request to the appropriate Slave Process (page server).

The Slave Process and the Hyper-G Server work together to serve pages. Derler: § 4.2.3 at pp. 49-50; Figs. 4.1-4.4
Claim 11:

[a] A machine readable medium having stored thereon data representing sequences of instructions, which when executed by a computer system, cause said computer system to perform the steps of:

Derler: The Hyper-G system is a computer system executing software instructions which are inherently stored in a machine readable medium. § 1 at p. 1; § 3.3.4 at p. 37; § 3.1 at p. 32. See also Fig. 4.16-4.17 at p. 95; § 4.6.3. See also generally Chapter 4 (WWW gateway is a computer system which includes software).

[b1] routing a dynamic Web page generation request from a Web server to a page server,

Derler: § 4.2.2 at p. 49; § 4.2.3 at pp. 50, 52, § 4.7.2 at p. 95; Figs. 4.16-17; Web page requests are dynamically routed from WWW Gateway ("Web server"/Master Process) to page server (Slave Process and Hyper-G server or a remote server work together to serve pages).

[b2] said page server receiving said request and

Derler: The client Web page request is received by the page server for processing. See § 4.2.3.

[b3] releasing said Web server to process other requests
Derler: Derler's WWW Gateway uses parallel processing of Web page requests wherein the WWW Gateway is released from one request to process other requests. See § 4.2.2 at pp. 48-49; § 4.2.3 at p. 49 (Master process of WWW Gateway), Figs. 4.1, 4.2, 4.3, 4.4 and 4.5 (pp. 52-55) illustrating process of releasing WWW Gateway to process other requests in parallel.

[b4] wherein said routing step further includes the steps of intercepting said request at said Web server,

Derler: § 4.2.2 at pp. 48-49; § 4.2.3 at p. 49; Figs. 4.16-4.17 and accompanying disclosure at pp. 94-95; forking process of Master indicates interception of WWW request by Passing Process.

[b5] routing said request from said Web server to a dispatcher, and

Derler: § 4.2.3 at pp. 49-50, Web Server routes request to Passing Process. Passing Process dispatches request to appropriate Slave Process. Fig. 4.7

[b6] dispatching said request to said page server;

Derler: See Id; Passing Process dispatches request to appropriate Slave Process (page server), which in turn may dispatch request to Hyper-G server (alternate page server).
[c] processing said request, said processing being performed by said page server while said Web server concurrently processes said other requests; and

Derler: § 4.2.2 at pp. 48-49; § 4.2.3 at p. 49, pp. 52-54, processing of request by Slave Process (page server); Fig. 4.7, such processing occurs concurrently with the WWW Gateway processing other requests. See also § 4.2.3 at p. 50 ("When it [a Slave process on the WWW Gateway] has accepted a connection initiated by the passing process, it reads the request, processes it (usually by transforming it into a Hyper-G request for the server, receives the response from the Hyper-G server, transforms the response again if necessary, sends it to the passing service, closes the connection to the passing process.") The client receives a response from Passing Process (Fig.4.7), after the Slave Process (page server) and possibly with further processing by the Hyper-G server (alternate page server), has processed the request.

"After accepting the connection, the Master forks generating a child process. Immediately after that, the master closes its connection to W3client A and is then ready to accept other connections (Web server concurrently processes said other requests)."

[d] dynamically generating a Web page, said Web page including data retrieved from one or more data sources.

Derler: § 3.3.4 at p. 37; Fig. 4.10 at p. 71 (depicting sample dynamically-generated Web page from data from one or more sources); data cache and remote server are data sources, § 3.3.5 and p. 95.
Claims 1-4 and 7-11 are rejected under 35 U.S.C. 102(a) as being anticipated by Dienst:

Claim 1:

[a] A computer-implemented method for managing a dynamic Web page generation request to a Web server, said computer-implemented method comprising the steps of:

Lagoze describes a Web-based architecture, called "Dienst," that provides access to distributed document libraries over the World Wide Web (Web / WWW). (See, Abstract at p. 1.) The architecture comprises a Web server, a CGI stub, a Dienst server and a document database (§ 4.1 at p. 9). Using a Web browser, a user can submit a search request for certain documents meeting the search parameters. A so-called "Dienst request" is packaged within the path portion of a standard HTTP request and transmitted from the user's Web client (browser) to the Web server. (§ 4.1 at p. 11). "Search results are presented as a hypertext document," i.e., a Web page, which is transmitted back to the client as a standard HTTP response. (§ 1 at p. 6; § 4.1 at p. 11.) Because of the dynamic nature of the results, each search request constitutes a "dynamic Web page generation request." The Dienst Manual describes a computer-implemented method for handling dynamic Web page requests. (P. 6; pp. 9-11, Fig. 2.) Since the Web clients accessing the Dienst system use "popular browsers of the World Wide Web [such] as Mosaic, Cello and Netscape" (p. 6), the information presented to the Web clients constitutes "Web pages."

[bl] routing said request from said Web server to a page server,
Dienst Manual: (Pp. 10-11; Fig. 2); Web server is WWW server; page server is Dienst Server.

Arrows in Figure 2 illustrate routing of request from WWW server to Dienst Server.

(§ 4.1 at p. 10) As described in the Lagoze reference, when the Web server detects a Dienst request in the path portion of an HTTP request received from a Web client, the Web server invokes (routes request through CGI Stub) the CGI stub. The CGI stub "is a small, simple executable that strips the Dienst request from the HTTP request, packages a few important environment variables that contain information about the request .... and sends (further routing said request) them via socket I/O to the Dienst server." (§ 4.1 at pp. 11.) The Dienst server is a "page server" in that it processes the Dienst request, formulates the results of a search, and transmits a dynamic Web page containing the search results back to the Web client. (Id.)

[b2] said page server receiving said request and

Dienst Manual: The Dienst Server receives the request. (See Id.)

[b3] releasing said Web server to process other requests,

Dienst Manual: (P. 11.) CGI stub strips Dienst request from HTTP request; the CGI stub is invoked each time the gateway Web server receives a Dienst request. Inherently, the WWW server is released from processing that request, and can process other requests. This is further apparent from nature of the Dienst system to provide for simultaneous access to documents on
Dienst system for distributed WWW clients. P. 11, The Web server serves as a front-end for Dienst. The Web server is set up as a gateway to a Dienst server.

[b4] wherein said routing step further includes the steps of intercepting said request at said Web server,

Dienst Manual: As described above [b1], the Web server recognizes from the path portion of the HTTP request that the request is a Dienst request (i.e., a dynamic Web page generation request) and passes the request to the CGI stub, thereby "intercepting" it. That is, the Web server stops or interrupts its processing of the Dienst request and deflects processing of the request to the CGI stub. (P. 11)

[b5] routing said request from said Web server to a dispatcher, and

Dienst Manual: Request is passed to CGI stub (routing process) (Fig. 2; pp. 10-11), dispatching is a function of Dienst CGI stub. The CGI stub serves as a dispatcher that dispatches the request to one or more Dienst servers. (§ 4.1 and 4.2 at pp. 11-12.)

[b6] dispatching said request to said page server;

Dienst Manual: (P. 11); Dienst CGI stub sends (dispatches) request via I/O socket to Dienst Server (page server). (P. 12), The Dienst Manual describes a Dienst Server which functions as a
user interface server which "provides a front-end for searching the collection provided by all
inter-operating Dienst servers." See Figure 2, page 10 "Dienst Server" and "Other Dienst
Servers". The "other Dienst servers" host a distributed collection of documents. (P. 12), "Each
server is able to locate the indexing and repository site for a specific publisher using tables that
are maintained by a distinguished server... The respective user interface server then dispatches
search requests, in parallel to the Dienst index servers that corresponds to the publisher
selections(s)..." (Dienst Manual, page 12, ¶¶ 1, 2.)

The CGI Stub dispatches to the Dienst Server, which may in turn "dispatch" other Dienst Servers
or to document databases. (See Fig. 2, p. 10)

c] processing said request, said processing being performed by said page server while said Web
server concurrently processes said other requests; and

Dienst Manual: Fig. 2; pp. 10-11; function of Dienst Server is to process requests and generate
Web pages. Because a "Dienst server is a standalone multi-threaded process" (§ 4.1 at p. 11), it
necessarily processes the request while the Web server continues to concurrently process other
HTTP requests. P. 11, The Web server serves as a front end for Dienst. Inherently, with the CGI
stub program intercepting the Dienst request, the Web server process is released from processing
that request, and can process other requests concurrently. This is further apparent from the nature
of the Dienst system to provide for simultaneous access to documents on the Dienst system from
distributed WWW clients.
[d1] dynamically generating a Web page in response to said request,

Dienst Manual: "Search results are presented as a hypertext document," i.e., a Web page, which is transmitted back to the client as a standard HTTP response. (§ 1 at p. 6); “responses from Dienst are formatted” (§ 4.1 at p. 11); The function of Dienst server is to dynamically generate a Web page in response to request; (see also Figs. 4 and 5, pp. 14-15) (showing dynamically generated pages); (p. 58) (describing information that can be provided on dynamically-generated pages).

[d2] said Web page including data dynamically retrieved from one or more data sources.

Dienst Manual: Pp. 6, 9-12, Fig. 2, data sources are repositories of documents on Dienst Server or in a document database; data is dynamically retrieved at time of processing of request. See also Figs. 4 and 5, pp 9-11 & 58.

Claim 2:

The computer-implemented method in claim 1 herein said step of processing said request includes the step of identifying said one or more data sources from which to retrieve said data.

Dienst Manual: "A user of a Dienst server perceives a single logical collection [of documents], even though the collection is distributed over multiple servers. This is accomplished by
interaction between a set of Dienst servers ... "(§ 4.2 at p. 11.) "Each server, in a set of
interoperating Dienst servers, is capable of responding to a request for any document in the
distributed collection. The respective server uses the publisher in the docid of the requested
document and the mapping tables (processing / identifying one or more data sources)
downloaded from the meta server to route the document request to the server that acts as the
repository for the publisher. This routing is transparent to the user." (Id. at p. 12.) Pp. 11-12,
indexing service and distributed searching function of Dienst Server inherently identifies a data
source from which to retrieve data since that is the function of the indexing and searching
functions.

Claim 3:

The computer-implemented method in claim 2 wherein said step of dynamically generating said
Web page includes the step of dynamically retrieving said data from said one or more data
sources.

Dienst Manual:  P. 11; Dienst server dynamically retrieves data from data source such as a
repository of documents. (Figure 2, Document Database)  P. 12, distributed document access
feature of Dienst server. See also Figs. 4 and 5 (showing pages with dynamically retrieved data).

Claim 4:
The computer-implemented method in claim 3 wherein said step of processing said request includes the step of said page server maintaining a connection cache to said one or more data sources.

Dienst Manual: As mentioned above, in the Dienst architecture, "[a] Dienst server perceives a single logical collection [of documents], even though the collection is distributed over multiple servers. This is accomplished by interaction between a set of Dienst servers ...." (§ 4.2 at p. 11.) Each document in the document database has an associated "docid" and "each docid ... consists of a publisher identifier and a name." (§ 4.2 at p. 12.),"Each server in a set of interoperating Dienst servers indexes and acts as a repository for documents from one or more publishers, in the current version, all the documents for a publisher must be indexed and reside on the same server. Each server is able to locate the indexing and repository site for a specific publisher using tables that are maintained by a distinguished server, the meta server .... This allows every server to provide the next two functions .... distributed document access - Each server, in a set of interoperating Dienst servers, is capable of responding to a request for any document in the distributed collection. The respective server uses the publisher in the docid of the requested document and the mapping tables downloaded from the meta server to route the document request to the server that acts as the repository for the publisher. This routing is transparent to the user." (Id. at p. 12.) Thus, the meta server serves as a "connection cache" in that it maintains information about which Dienst server in a set of interoperating Dienst servers is the repository (i.e., data source) for a given publisher's documents. (Pp. 9, 11-12); server registration process, and/or indexing service, is maintenance of connection cache to data source.
Claim 7:

The computer-implemented method in claim 3 wherein said page server includes custom HTML extension templates for configuring said Web page.

Dienst Manual:  P. 6, “Search results are presented as a hypertext document. (configured Web page)” (Pp. 15, 17, 60 and 61) HTML is used for configuring Web pages, e.g., pages containing data in response to queries of Dienst system; HTML image map templates of Fig. 7 (p. 17) are custom HTML extension templates. (See also Figures 4 and 5, pp. 14, 15.)

The Dienst server provides a Web designer who is managing the document database with a variety of document format templates that can be used to provide different formats for display of documents retrieved from the database. These templates include "inline - a paged format that is an image displayed inline on HTML pages" as well as "composite - a paged format that is a composite of thumbnail images." (§ 7 at pp. 33-35; § 5 at p. 17.) With the composite format, "[each] thumbnail page is implemented using a HTML image map, allowing the user to select on a page and dispatch a URL to view that specific page in readable form." § 5 at p. 17.

Claim 8:

The computer-implemented method in claim 7 wherein said step of processing said request further includes the step of inserting said dynamically retrieved data from said one or more data sources into said custom HTML extension templates.
Dienst Manual: P. 17, Fig. 7, disclosing HTML image map templates which are custom HTML extension templates; data retrieved from data sources are inserted into HTML image map templates. See also Figs. 4 and 5, which appear to be based on HTML templates.

When document data is retrieved from the document database it is inserted into one of the document format templates supported by the Dienst server for display to the user. (§ 7 at pp. 33-35; § 5 at p. 17.)

Claim 9:

[a] A networked system for managing a dynamic Web page generation request, said system comprising:

Dienst Manual: (Abstract; pp. 5-6, 9-11); Fig. 2 -showing distributed networked system for managing dynamic Web page generation requests). A Web-based architecture, called "Dienst," that provides access to distributed document libraries over the World Wide Web (Web). (See, Abstract at p. 1.) The architecture comprises a Web server, a CGI stub, a Dienst server and a document database. (§ 4.1 at p. 9.) Using a Web browser, a user can submit a search request for certain documents meeting the search parameters. A so-called "Dienst request" is packaged within the path portion of a standard HTTP request and transmitted from the user's Web client to the Web server. (Lagoze, §4.1 at p. 11.) "Search results are presented as a hypertext document," i.e., a Web page, which is transmitted back to the client as a standard HTTP response. (§ 1 at p. 6; § 4.1 at p. 11.) The Dienst Manual describes a computer-implemented method for handling
dynamic Web page requests. The Dienst system includes a WWW server which manages
dynamic Web page requests from WWW clients, and a page server ("Dienst Server"); system is a
computer-implemented method as indicated throughout the document. Because of the dynamic
nature of the results, each search request constitutes a "dynamic Web page generation request."
The Web clients accessing Dienst system use "popular browsers of the World Wide Web [such]
as Mosaic, Cello and Netscape" (p. 6), and the information presented to the Web clients
constitutes "Web pages".


[b] one or more data sources;

Dienst Manual (Pp. 6 and 9-12); Dienst servers storing documents in the Dienst system are data
sources, as are document databases. The Dienst architecture includes a "document database"
consisting of one or more document repositories (data sources). (§ 4.1 at p. 9.) See Fig. 2, p. 10.

c] a page server having a processing means;

Dienst Manual: Under § 112, ¶ 6, "processing means" refers to a general-purpose processor or
microprocessor 102 ("554: Fig. 1) and equivalents thereof ("554": col. 3 lines 25 et seq.) See
Dienst Manual (pp. 6 and 9-12) and Fig. 2. ; Dienst Servers are computers which inherently
include general-purpose processors or equivalent thereof. The Dienst server is a "page server" and it necessarily includes a processing means.

[d] a first computer system including means for generating said request; and

Dienst Manual: Under § 112, ¶ 6, "means for generating said request" refers to a Web client in the form of a Web browser. (554: Col. 4 lines 11-17.) See Dienst Manual, WWW client, Fig. 2, p. 6 (mentioning popular Web browsers such as Netscape) and p. 10. Using a Web browser, a user can submit a search request for certain documents meeting the search parameters. The user's Web browser constitutes a "first computer system."

[el] a second computer system including

Dienst Manual: WWW server, Fig. 2; pages 10 and 11. The Web server of the Dienst architecture constitutes a "second computer system" and it is intended to receive requests from client Web browsers. "A Web server that serves as a front end for Dienst..." (p. 11)

[c2] means for receiving said request from said first computer,

Dienst Manual: Under § 112 ¶ 6, the means for receiving request is Web server executable 201E (554: Figure 4) and equivalents thereof. Dienst WWW server includes an executable as a means for receiving request from WWW client. Fig. 2, pages 10 and 11 (CERN & NCSA servers), 31
and 32 (describing downloading/installing NCSA or CERN Web server code (executable)).

Executable server code on a processor provides the means for receiving a request.

[e3] said second computer system also including a router, said router routing said request from said second computer system to said page server,

Dienst Manual: (Fig. 2; pp. 10-11); Dienst CGI stub acts as a router routing request from WWW server to Dienst Server. As described above, when the Web server detects a Dienst request in the path portion of an HTTP request received from a Web client, the Web server (second computer) invokes the CGI stub. The CGI stub "is a small, simple executable that strips the Dienst request from the HTTP request, packages a few important environment variables that contain information about the request .... and sends (routes) them via socket I/O to the Dienst server (page server)." (§ 4.1 at pp. 11.) The Dienst server is a "page server" in that it processes the Dienst request, formulates the results of a search, and transmits a dynamic Web page containing the search results back to the Web client (id.).

[e4] wherein said routing further includes intercepting said request at said second computer,

Dienst Manual: As described above, the Web server (second computer) recognizes (intercepts) from the path portion of the HTTP request that the request is a Dienst request (i.e., a dynamic Web page generation request) and passes the request to the CGI stub (intercepting at second computer / Web server).
[e5] routing said request from said second computer to a dispatcher, and

Dienst Manual: Pp. 10-11, routing request from Web server to CGI stub / dispatcher. P. 11; Web server (second computer) recognizes (intercepts) from the path portion of the HTTP request that the request is a Dienst request (i.e., a dynamic Web page generation request) and passes (route from second computer to dispatcher) the request to the CGI stub (intercepting at second computer / Web server) ("the stub is a small, simple executable that strips the Dienst request from the HTTP request."). The CGI stub serves as a dispatcher that dispatches the request to one or more Dienst servers. (§ 4.1 and 4.2 at pp. 11-12.)

[e6] dispatching said request to said page server,

Dienst Manual P. 11; CGI stub send (dispatches) request via I/O socket to Dienst Server (page server). The CGI stub serves as a dispatcher that dispatches the request to one or more Dienst servers. (§ 4.1 and 4.2 at pp. 11-12.) See additional “dispatching" comments at claim 1 [b6], supra.

[e7] said page server receiving said request and

Dienst Manual: (Fig. 2; pp. 10 and 11); Dienst Server receives request.
[e8] releasing said second computer system to process other requests,

Dienst Manual: P. 11. CGI stub strips Dienst request from HTTP request; the CGI stub is invoked each time the gateway Web server (second computer) receives a Dienst request. Inherently, the WWW server (second computer) is released from processing that request, and can process other requests. “A Web server that serves as a front-end for Dienst…”, (p. 11).

[e9] said page server processing means processing said request and dynamically generating a Web page in response to said request,

Dienst Manual: Fig. 2; pp. 9-12; function of general-purpose processor ("processing means"), in the Dienst Server is to process requests and generate Web pages. See also Figs. 4 and 5, pp. 14-15 (showing dynamically generated pages); p. 58 (describing information that can be provided on dynamically-generated pages). A Dienst server retrieves information from the document database that meets a user's search criteria and generates a Web page containing the results of the search. (§ 1 at p. 6; § 4.1 at p. 11) ("Search results are presented as a hypertext document," i.e., a Web page, which is transmitted back to the client as a standard HTTP response). Because each search can be different, the process of responding to search requests necessarily is "dynamic."

[e10] said Web page including data dynamically retrieved from said one or more data sources.
Dienst Manual: (Pp. 6, 9-12), Fig. 2, data sources are repositories of documents on Dienst Server or in a document database; data is dynamically retrieved at time of processing of request. (See also Figs. 4 and 5, pp. 14-15) -showing dynamically generated pages); (p. 58)-describing information that can be provided on dynamically generated pages.

Claim 10:

[a] The networked system in claim 9 wherein said router in said second computer system includes:

Dienst Manual: As described above, the Web server (second computer) recognizes from the path portion of the HTTP request that the request is a Dienst request (i.e., a dynamic Web page generation request) and passes (routes) the request to the CGI stub. (Pp. 10-11; Fig. 2); WWW server (second computer) functions as a router to CGI Stub.

[b] an interceptor intercepting said request at said second computer system and routing said request; and

Dienst Manual: (Id.) – Fig. 2, WWW Server (second computer) intercepts / routes information to CGI stub for further routing to Dienst server (page server). Interception is triggered by a “Dienst request” (p. 11) packaged within a path portion of the HTTP request. When the HTTP request contains a “Dienst request” the CGI stub program is invoked.
[c] a dispatcher receiving said routed request from said interceptor and dispatching said request to said page server.

Dienst: (Id.), dispatching request to a page server is a feature of CGI-stub and thus it functions as a "dispatcher." See also discussion of "dispatching" claim 1[b6], supra. See Fig. 2, WWW Server (interceptor) routes request to CGI Stub. CGI Stub (dispatcher) dispatches request to Dienst Server (page server). (§ 4.1 and 4.2 at pp. 11-12.)

Claim 11:

[a] A machine readable medium having stored thereon data representing sequences of instructions, which when executed by a computer system, cause said computer system to perform the steps of:

Dienst: Pp. 6, 9-11, 30-33 (computer system comprises WWW server which includes a software Web server process such as CERN or NCSA Web server plus Dienst Server which is a multi-threaded software processes, such processes are inherently sequences of instructions stored on a machine-readable medium). See Fig. 2.

[bl] routing a dynamic Web page generation request from a Web server to a page server,
portion of the HTTP request to the Web server (p. 11) triggers the routing of the dynamic Web page generation request (Dienst request) from a Web server to a page server (Dienst server).

[b2] said page server receiving said request and

Dienst: Fig. 2, pages 10 and 11, Dienst Server (page server) receives request.

[b3] releasing said Web server to process other requests wherein said routing step further includes the steps of

Dienst: P. 11, CGI stub strips Dienst request from HTTP request; the CGI stub is invoked each time the gateway Web server receives a Dienst request. Inherently, the WWW server is released from processing that request, and can process other requests. This is further apparent from the nature of the Dienst system to provide for simultaneous access to documents on the Dienst system for distributed WWW clients. The CGI stub accepts the request and forwards it to the Dienst server. Inherently, the Web server process is released from processing that request and can process other requests. "A Dienst server is a standalone multi-threaded process written in Perl." (§ 4.1 at p. 11.) A Web server that serves as a front-end for Dienst…”, p. 11.

[b4] intercepting said request at said Web server,
Dienst: See Fig. 2, The Web server recognizes/ detects a path portion of an HTTP request, intercepts the request, and diverts it to a CGI stub.

[b5] routing said request from said Web server to a dispatcher, and

Dienst: Fig. 2, pp. 10-11, The HTTP request, detected by the Web Server is routed to the CGI Stub. The Dienst CGI stub (dispatcher) further sends request via I/O socket to Dienst Server.

[b6] dispatching said request to said page server;

Dienst: P. 11; CGI-stub dispatches request to a Dienst Server (page server). (§ 4.1 and 4.2 at pp. 11- 12.)

[c] processing said request, said processing being performed by said page server while said Web server concurrently processes said other requests; and

Dienst: Fig. 2, pp. 10-11; the function of the Dienst Server is to process requests and generate Web pages. Inherently, with the CGI stub program intercepting the Dienst request, the Web server process is released from processing that request, and can process other requests concurrently. The Dienst server processes the Dienst request. Because a "Dienst server is a standalone multi-threaded process" (§ 4.1 at p. 11), it necessarily processes the request while the Web server continues to concurrently process other HTTP requests. This is further apparent from
nature of the Dienst system to provide for simultaneous access to documents on Dienst system for distributed WWW clients. "A Web server that serves as a front-end for Dienst...", p. 11.

[d] dynamically generating a Web page, said Web page including data retrieved from one or more data sources.

Dienst: (Abstract; pp. 6, 9-12); Fig. 2; Dienst server dynamically generates Web page, retrieves data from data sources, such as documents on Dienst server or in a document database. See also Figs. 4 and 5, pp. 14-15 (showing dynamically generated pages); p. 58 (describing information that can be provided on dynamically-generated pages). See pages 57-61 regarding types of responses generated (generated Web pages) following a request. Because each search can be different, the process of responding to search requests necessarily is "dynamic."

Claim Rejections - 35 USC § 103

The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are such that the subject matter as a whole would have been obvious at the time the invention was made to a person having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the manner in which the invention was made.

The factual inquiries set forth in Graham v. John Deere Co., 383 U.S. 1, 148 USPQ 459 (1966), that are applied for establishing a background for determining obviousness under 35 U.S.C. 103(a) are summarized as follows:

1. Determining the scope and contents of the prior art.
2. Ascertaining the differences between the prior art and the claims at issue.
3. Resolving the level of ordinary skill in the pertinent art.
4. Considering objective evidence present in the application indicating obviousness or nonobviousness.

Claims 5 and 6 are rejected under 35 U.S.C. 103(a) as being unpatentable over Dienst, in view of Derler.

Claim 5:

The computer-implemented method in claim 3 wherein said step of processing said request includes the step of logging into said one or more data sources.

Dienst: Fig. 2, The Dienst Server “logs into” one or more data sources (other Dienst Servers or Document Database) § 8.3.1 at p. 41, “The basic Dienst server interoperates with a distributed network of other Dienst servers... A user may submit searches to a number of publishers, which are indexed by the distributed sites. A search is processed in parallel by each of these sites (logged into one or more data sources) and uniform search results (processed request) are returned to the user. The foreign server package enhances searching by allowing a Dienst server to interoperate with non-Dienst technical report servers (logged into one or more data sources). (inherent to accessing documents from foreign server is logging into the foreign server).”

Even more explicitly, Derler discloses “logging into data sources.”

Derler: § 3.3.3 at pp. 35-36 (access rights dictated by username and password, inherently teaches "logging into” one or more data sources); § 4.5.6.1 at pp. 76-77, “…user has an account…logged
in as an identified Hyper-G user, which can be verified...Identification extends the user's access rights...”

Modification of the Dienst system to include securely logging into a data source as part of processing of requests, as taught by Derler, would be an obvious feature to access distributed documents.

Claim 6:

The computer-implemented method in claim 3 wherein said step of dynamically generating said Web page includes the step of maintaining a page cache containing said Web page.

Dienst discloses (p. 6 & 17) thumbnail images (page cache containing said Web page). The thumbnails are implemented using the HTML imagemap mechanism.

More explicitly Derler discloses caching of Web pages in a Web server to improve performance. (§ 3.3.5 at p. 37.)

Maintaining a page cache containing a Web page would be an obvious modification of the Dienst system. A person skilled in the art would have been motivated to add page caching in the Dienst server so as to provide ready access to frequently-requested documents without having to query foreign servers, as explained in the Derler Thesis at 3.3.5.
The following rejections are incorporated by reference as follows:

**Claim Rejections - 35 USC § 102**

(e) the invention was described in (1) an application for patent, published under section 122(b), by another filed in the United States before the invention by the applicant for patent or (2) a patent granted on an application for patent by another filed in the United States before the invention by the applicant for patent, except that an international application filed under the treaty defined in section 351(a) shall have the effects for purposes of this subsection of an application filed in the United States only if the international application designated the United States and was published under Article 21(2) of such treaty in the English language.


Claims 1-3, 5, and 7-11 are rejected under 35 U.S.C. 102(e) as being anticipated by USPN 6,249,291 B1 to Popp et al. See 90 / 008574, RXOSUB.R (04/03/2007) p. 73-78.

**Claim Rejections - 35 USC § 102**

(a) the invention was known or used by others in this country, or patented or described in a printed publication in this or a foreign country, before the invention thereof by the applicant for a patent.

Claims 1-5 and 7-11 are rejected under 35 U.S.C. 102(a) as being anticipated by Illustra.

The rejections are incorporated by reference to 90/008574, RXOSUB.R (04/03/2007), p. 50-55

Claims 1-5 and 7-11 are rejected under 35 U.S.C. 102(a) as being anticipated by Clausnitzer. The rejections are incorporated by reference to 90/008574, RXOSUB.R (04/03/2007), p. 61-66
VI. Conclusion

In order to ensure full consideration of any amendments, affidavits or declarations, or other documents as evidence of patentability, such documents must be submitted in response to this Office action. Submissions after the next Office action, which is intended to be a final action, will be governed by the requirements of 37 CFR 1.116, after final rejection and 37 CFR 41.33 after appeal, which will be strictly enforced.

Any paper filed with the USPTO, i.e., any submission made, by either the Patent Owner or the Third Party Requester must be served on every other party in the reexamination proceeding, including any other third party requester that is part of the proceeding due to merger of the reexamination proceedings. As proof of service, the party submitting the paper to the Office must attach a Certificate of Service to the paper, which sets forth the name and address of the party served and the method of service. Papers filed without the required Certificate of Service may be denied consideration. See 37 CFR 1.550(f)
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Central Reexamination Unit
Commissioner for Patents
P. O. Box 1450
Alexandria VA 22313-1450

Please FAX any communications to:
(571) 273-9900
Central Reexamination Unit

Please hand-deliver any communications to:
Customer Service Window
Application/Control Number: 90/008,342  90/008,562
Art Unit: 3992  90/008,574

Attn: Central Reexamination Unit
Randolph Building, Lobby Level
401 Dulany Street
Alexandria, VA 22314

Any inquiry concerning this communication or earlier communications from the
examiner, or as to the status of this proceeding, should be directed to the Central Reexamination
Unit at telephone number (571) 272-7705.
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